IPve, the DNS and
Big Packets
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In-situ transition..

We had this plan ..

IPv6 Deployment

Size of the
Internet

< PV Tiransifion using Dual <tady.

IPv4 Pool
Size

Time



In-situ transition..
Phase 1 - Early Deployment
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In-situ transition..
Phase 2 - Dual Stack Deployment
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In-situ transition..
Phase 3 - IPv4 Sunset
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We are currently in(é%%%%i% of this transition

Some 15+ - 20+ of wwlerned users wave \PVE cagability
Most new P aeploywents use \Pubr QUATTED) \PWH

\PVi-only Legacy nedvorks are bewng (gradually) wigraded 4o dual stack



Twe Mag of \Pv6 penciration — August 2011
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We are currently in Phase 2 of this transition
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Today
We agpear 4o be w twe widdle of dwe ransition

Dual Qdack networks use apps dnad prefer do use a
\PVE connection over an WPV connection when botw are
avarlable (%)

Tws wrplies dnad dne Wigher dne \PVE deploywend
aumbers the less twe level of use of VA connection, and
e lower dne pressure on e NAT binding cliends

¥ Couple of problems widh dwig!

Twis preference s ofden reladive, and W dhe quest {or ever faster conneckions the ande keeps risng ~ Apple
s now pressing for a B0ms aiflerendiall This wieans dwad dhere 1s strong gressure {or dne \PWH anad \PV6
routing systews do be fretdy wiuch identical — and dwis 1S just nod dwe case Yoday

5eco¢\d\7,‘ Ws a client/secver \nderned, rather dwan a client/clicnd nedvork, and twe number of end cliends
running APV has Yo be wakched agawnst dwe server population



Today

We agpear Yo be w dwe widdle of twe dransition

Dual Ddack netviorks cannod arop support {or \PVH as
long as signliicant services and user populations do wod
support \PVE — ana we can'} dell when dwad way chande

No‘oodj s really W a fosition Yo deploy a robust at-scale
\(w6—on\7 network service today, even e ey wanted do!

And we are wot even sure \f we can'
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We agpear Yo be w dwe widdle of twe dransition

Dual Ddack netviorks cannod arop support {or \PVH as
long as signliicant services and user populations do wod
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\(w6—on\7 network service today, even Y ey wanted Yo
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The Issue

We cannot run Dual-Qlack seevices waef 'm'v\e\j

A} sowme fowd we need o support nehworks dwad only
wave \Pv6

s ot viable -\odq7?



In other words..

What do we rely on doday w \PVE dnat does wot appear
Yo Wave a clear workng counterpart wn \Py6?



In other words..

What do we rely on doday w \PVE dnat does wot appear
Yo Wave a clear working counterfart w \Pv6?

\ dhe answer 18 “nothing” then we are done

B ut \f Iwere s an ssue here, then we should be working
ON \"\



IPv6: What changed?

PV Header

Version | IHL Type of Service Total Length
Identification Flags Fragment Offset
Time To Live Protocol Header Checksum
Source Address
Destination Address
Options Padding

‘\Pv6 \'\GO\er

Version | Class Flow
Payload Length ‘ Next Header Hop Limit
Source Address

Destination Address




IPv6: What changed?

Options and Prodocol (elas replaced by Exdension Headers

2L ot Fragwentation Condrol were pushed wio an Exdension Header
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IPv6: What changed?

IPv4 "Forward Fragmentation"
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IPv6: What changed?

IPv4 "Forward Fragmentation"

PV weaser — ——(’ 2_ ‘ f r PV weader

\ TCP/UDP weader — TCP/UDP weader

ayload o | I ayload
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\Pv6 weader N __r

TCP/UDP win weader — | IPv6 "Source Fragmentation”
‘ qu\oqd B

X P Lovter | /
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Py weader
[ " [ . Fragwentadion win weader
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New Dependencies

For \P Cragwmentation Yo work w \PV6 dnen

= all \CMPVE wessages have 1o be fassed backwards {rowm twe wderior
ol Ine netvork Yo dwe sender

- \Pyv6 gackeds condawnng a \Pve F ragwentation Exdension
Weader should not be dropped



ICMPv6

Only tne sendng host now has condrol of fragmentation = dwis s a

"e\ ha s

A received \CMPVE wiessage needs 1o aller dhe sender’s sdate Yo dwad
destnation

For TCP L e \CMUP (*C»/\oo\ck contawns the TCP weader, dnen you can
pass dwis 3o e TCP control block. TCP can alder dne session YD

and resend the droffed data, or You can yust alter dwe local per-
destnation MQJ ana wope dnad —\jCP will be prompled Yo resend

For UDP - um ere um well



ICMPv6

Only tne sendng host now has condrol of fragmentation = dwis s a

"e\ ha s

A received \CMPVE wiessage needs 1o aller dhe sender’s sdate Yo dwad
destnation

For TCP L e \CMUP (*C»/\oo\ck contawns e TCP weader, Inen you can
pass dwis 3o e TCP control block. TCP can alder dne session YD

and resend the droffed data, or You can yust alter dwe local per-
destnation MQJ ana wope dnad WjCP will be prompled Yo resend

For UDP - um ere um well

Magbe you should store dwe revised path MTU n a wost
Corvardang Yable cache for a while

W you ever need 4o send another UDP gacked Yo dwis wost you can
use dwis cache entry Yo guide your fragwentation bewaviour



ICMPv6 and Anycast

A«\~/cqs-\ C onstellation
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P
-
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W3S ot obvious (or even assured) iwad every rovder on dwe
ceverse fath {rom an anycast wstance Yo a client host will
necessarily be fart of Ihe sawme anycast wstance “clova”

Twe wnplicadion s dwad W anycast, dne reverse \CHMPWG PTH

wessages will not necessarily head back do dwe original sender!



IPve Fragmentation Extension Header Handling

Twe extension header sits bedween dwe \PVE packed weader
and the upper level protocol weader for twe leading {ragyed
$qc\ae-\, and sis bedween e Weader and twe drailing fayload
cads {or dne drailing packeds

Practically, dnis wicans wat dranspori-protocol avare packed
processors/swidches need Yo decode twe extension Weader
Fragmendakion whe header Wy, W WS presend, which can consuwe addivhional cycles do
process/switch a facked — and twe addvdional fiwe s wod
preaictable. For drailing {rags Inere s no dranspord weader!

\PvE weader

TCP/UDP wdn weader

Payloaa .
! Or dne unid can swmply discard all Wb fackeds that contain

exiension Meq&ers?

Which s what a lod of ranspord prodocol seasitive \Pvb
deployed swidching equipwent actually does (eg. load
valancers!)



IPve Fragmentation Extension Header Handling

Twere s a lod of “arop” bewaviour w dwe \WWb \nderned (or
F ragwentation Evlension Weaders

RFCT18TL - recoraea arop rades of 20+ - K0+

Twis experwent send (ragwended packeds dowaras well-known servers
and observed whedher dwe server recewed and reconsirucied we
Cragwented packed

B Ul senang {ragwented queries 1o servers is wot all dwat comwon —
e reverse situation of b1 reSPoNSCS 1S wore cowawon

Vo what about senawng fragwendtea packets B ACK from servers -
what's dwe arop rate of Iwe reverse case?



IPve Fragmentation Extension Header Handling

We used an ad-based weasurewend systemw, vs‘«\% a custowm facked
Cragwmentation wrangler as a {ront end 40 a DNJ ana Web server 4o
Yest \PV6 Lragwendation bewaviour

NS Vsew\verj/—\
@\ K\ \Puo F rqgwxe«\-\e/r'\lg
=~

e -

Pv6 DNS Server |

L‘\Pv& NG iNX Server |




IPv6e Fragmentation Extension Header Handling

We use a tecwnique of “glucless” delegation and
Cragwentation of twe N query response 4o allow us to
actect f e DND resolver recewved dwe {ragwented response

\ DNS ‘Leso\vej@—)k/w k\?vé; DNS Server/\

~ L\vve NG INX Server |

\?T\<///7f

a We drack TCP ACKs o} dne server 3o see \f dne cliend
cecewed the {ragwentea TCP response




IPve Fragmentation Extension Header Handling

Ovur Experwments across sowme H0M avidiaul sample pownds!

3160 end users who uUsed \Pvb-cagable DN resolvers coula wod
cecewe a § ragdwiented \Pv6 response

(20528 \Pub-cagable end users could nod receive a Sragwendea \Pyb
packed



IPv6 Fragmentation is very unreliable

\V\m; don'd e see Iws \)«\re\\qb\\\-}\/ W Yoday's PG netvorks
alfectng user dransachions?
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alfectng user dransachions?

B ccavse \PVH fagers over dwe problew!



IPve Fragmentation is very unreliable

\V\w don'd we see ws w\re\\qb\\\%y WA -\Oo\q~7's P nedvworks
alfectng user dransachions?

B ccavse \PVH fagers over dwe problew!

W a Dual-Qtack enviroament Irere s always dwe option do {1 Yo
use \Pvi i€ you are stuck widw Wb

The DNJ does dwis, and Happy Eyeralls does dwis
Do Inere s no user-visible Problews v a dual stack enviconwment

Twis weans that dhere s no urgent wmperative do correct dnese
underlyng problews w deployed \Pvb nedworks

There is 1little in the way of practical
incentives to fix this today!



Living without IPv6 PFragmentation

e apparently dond want Yo T dwis, can we live widw W2

We are living wibh 4w a Dual Sdack worly, because \pvH jusd
wakes ¥ all bedder!

B Ut whad wagpens when dwere s wo BV efY?



Living without IPv6 PFragmentation

B Ut whad Wagpens when dhere s wo WV lef3?

We wave Yo avod \Pv6 Fragwmentation!
Twe balance s between \CHYPVE PTH  signal loss ana \PV6 Frag EW packed loss

Maybe we need Yo use prodocol-sensitive MTU sethings for 1PV

* TCP swovla go “low” = 1250 bydes s a decent fownt = Yo avord \MCPVE PTH
B lack woles

* UDP (ewcept QUIC) swoula g0 “wigh” — 1500 bytes avouds vanecessary
Cragmentation and avods unnecessary \PVo Frag EW loss

. Q%\C should ke especially careful Yo avoid \CHMPVE PTH completely, so "low” s
better



Living without IPv6 PFragmentation

B Ul whal Wappens when there 1 no \pVH efd?

We wave Yo avoid \Pv6 Fragwentation!

TCP can work as long as \PV6 sessions use conservative MOD sizes

UDP can work as long as UDP packet sizes are cagped so as 4o aveid
¢ ragwentation



Living without IPv6 PFragmentation

B Ut whad hagpens when dwere s wo v efY?

We wave Yo avoid \Pv6 Fragwentation!

TCP can work as long as \PV6 sessions use conservative MOD sizes

UDP can work as long as UDP packet sizes are cagped so as 4o aveid
¢ ragwentation

LoOP ackeds 0\07\:40\7?

NWwo weeas Yo vse \arde



Living without IPv6 PFragmentation

B Ut whad hagpens when dwere s wo v efY?

We wave Yo avoid \Pv6 Fragwentation!

TCP can work as long as \PV6 sessions use conservative MOD sizes

UDP can work as long as UDP packet sizes are cagped so as 4o aveid
¢ ragwentation

Qo‘c\ac)fs 0‘07“0‘7?

e DNSSEC!




Where are we?

W derwms of protocol support and reliabilidy, W seems dnad we are wosily ready
Cor an \Pvé—oa\y cavironment, With the one exception of \Pyb packed
Cragwentation hanalng,

Twe consequence s dnad doday's eaviconment cannod sugpord an \pvb-only

eaviconmend {or dwe DN, and cannod suppord ‘\?v6—on\7 DNSSE



What can we 40 about it?

A Ged all dne aeployed rovters and swidches o
accept fackeds with \Pv6 Fragwentation Headers




What can we 40 about it?

B. Alder e way \Pvb describes packed
Ceagwentation




What can we do sbout it?

C. Move tve DN of( UDP




An IPv6-only Internet?

We're close



An IPv6-only Internet?

We're close!
Twe ssue of Ine vareliabilidy of \PVb {ragwentation is a signicant issve.

We can \O\rge\y avord His w TCP (ana QUIC) widw conservative MIS
settngs twad avod fatn MTU wmiswaten and {ragwendation.

Twis ssve s wost prevalent w dne public \nderned w DNISEC

\ we can changde the behaviours of dne DNJ aviay {rom reliance of large
UDP gackeds dnen we can be wore conldend dnat we can operate dne wned
as \Pvb-only without an \PVH backsiop!

For \Pyb-only caviconments, s fiwme Yo dake DNJ over sowmetning otwer
nan only UD& a liHle wore seriously dhan we do today



Acknowledgements and Thanks!

For dwe Ad-based weasurewend plat{ormat

- 6 oosi\e Was supporied our effords Yo conduct s weasurewent swee Ws
wception, and contnues do supfort Ls,

* \CANN grovide suppord for dnis wicasurement ackividy, farkicularly relading
Yo our weasurewent of DN ana DNIJEC cagabilidies

* \QC {or a conveniently located server ad PAX

* And thanks Yo Ray Bellis for develogwment of e origwnal aynamic DNJ
Server code



Twanks!



