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Infroduction and overview




Overview

= Discuss what DDoS is, general concepts, etc.
= High level mitigation models
= Discuss reflection and amplification

= Attacks you need to be familiar with?

— SYN Flood
— Sloworis
— DNS, NTP reflection

— DNS cachebusting



Whatis DoS/DDoS¢




What is Denial of Service@¢

= Discussion
= Resource exhaustion... which leads to lack of availability

= Consider:

— How is it different from The Guardian pointing to somebody’s web site¢

— How is that different from company’s primary Internet connection going down?




What is Denial of Service@¢

= From security point of view?e
— Decreased availability

= From operations point of view?¢
— An outage

= From business point of viewe

— Financial losses




DoS vs. DDoS

= One system is sending the traffic vs many systems are sending the fraffic
= In the past it _usually_ meant difference in volume
= Over the past 3 years, due to reflective attacks, this has been changing rapidly
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The adversarye




Composition

= Wide range of attackers
— Gamers — on the riselll ©
— Professional DDoS operators and booters/stressors
— Some of the aftacks have been atfributed to nation states
— Hacktivists — though not recently

...and more




Motivation

= Wide range of motivating factors as well

—Financial gain
= extortion (DD4BC/Armada Collective/copy cafts)

= faking the competition offline during high-gain events
(online betting, superbowl, etc).

—Political statement

—Divert attention (seen in cases with data exfiltration or
financial fraud)

—Disable firewalls
—Immature behavior



Skill level

= Wide range of skills
— Depending on the role in the underground community
— Mostly segmented between operators and tool-smiths

— Tool-smiths are not that sophisticated (at this point) and there is a
large reuse of code and services

— This leads to clear signatures for some of the tools
= [Increasing complexity
— DirtJumper

— xnote.l
— Mirai



Additional factors




Additional factors

= Overall bandwidth

= Reflectors

* Embedded home and SOHO devices

= Content management systems

= Booters/Stressors (lower entry threshold)

s Accessible information



Home routers

» Embedded home and SOHO devices

— Default username/password

— Open DNS recursive resolvers

— NetUSB bug

— Network diagnostic tools

— Some do not allow the user to turn off DNS

= XBOX and Sony attacks over Christmas (2014)

— Krebs on security:
hitp://krebsonsecurity.com/2015/01/lizard-stresser-runs-on-hacked-home-routers/

— Mirai



Compromised CMSes

= Most targeted Content Management Systems:
— WordPress
— Joomla

= Started in early 2013
= Started with a particular group of people abusing it

= Now It is an easy way to build a botnet and other groups abuse it as well



Booters/Stressors

= [nexpensive

= Tools are sold for cheap on the black market (forums)
* Range 5-10 Gbps and up to 40GBps

= Usually short duration

= Popular among gamers



Low cost thanks to reflection
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Attack surface




Network Layers — OSl vs Internet Model

TCP/IP (Internet) 0SI Layers

Application

Application Presentation

Session
Transport Transport
Internet Network

Data Link

Network Access
Physical




Physical and Data-link Layers

= Cut cables
= Jamming

= Power surge
= EMP

MAC Spoofing
= MAC flood

Data Link

Physical




Network Layer

= Floods (ICMP)

= Teardrop
(overlapping IP segments)




Transport Layer

= SYN Flood

= RST Flood

= FIN Flood

= YOoUu name it...

= Window size O
(looks like Slowloris)

= Connect attack
= LAND (same IP as src/dst)




Session Layer

= Slowloris

= Sending data to a port with no NL in it
(long headers, long request lines)

= Send data to the server with no CR

Session
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Presentation Layer

= Expensive queries (repeated many fimes)

= XML Attacks
<IDOCTYPE lolz
[
<IENTITY lol1 "&lol2;">
<IENTITY lol2 "&lol1;"™>
]>
<lolz>&lol1:</lolz>




Application Layer

= Depends on the application
= Black fax




Attack summary by layer
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Questions®e




Mitigation




Risk Pyramid
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The cost of a minute?

= How much does a minute of outage cost to your
businesse

= Are there other costs associated with ite Reputatione
= Are you In a risk categorye
= How much is executive management willing to spend to stay upe

= Are there reasons you need o mitigate on-site vs offsite¢
Latencye



Mitigation

Different approaches:
« Do it yourself (DIY)

« Qutsource/service
« Hybrid




Do it Yourself (On Premise)

-E-®

Mitigation Protected

Equipment Fresgal rce




Network capacity: bandwidth

Hardware capacity: packet rates, inspecting
headers and contente

One time cost (refresh every 3-4 years)

Depending on attacks size can be in $100,000s



DIY: Benefits

 Very low latency

« Can be application specific (hon-http, gaming
iIndustry)

« Better control of the mitigation

« |finspecting TLS traffic keeps the keys in the

company



DIY: Drawbacks

 Need o procure
bandwidth - monthly recurring - expensive, adds up
compute and network hardware
qualified personnel — hard to find; expensive; hard to
retain

How much bandwidth do you need?
Double, friple, ten timese s st

40 G

30 G

20 G

18 G




traffic — 10GBps = $2,000/mo (NA)

colocation space - $400/mo

power — depends on equipment and location
equipment — min $20,000 per 10GBps port
personnel — go figure... ©

...and you need them in many locations, with mulfiple per
location



At present DDoS attacks are at a very large scale but DIY Is
not easy to scale for small and medium networks
Leverages economy of scale —requires a large
iInfrastructure

Infrastructure is very expensive to build and maintain

Requires significant amount of know-how

Unless hosting a very large site it's better left to the

professionals



External service

« DDoS mitigation service providers and CDNs
« Pricing:

based on size of attack

based on clean traffic
« Operating model:

on demand

always on




On Demand DDoS

Target: detect and signal the
mitigation provider

Mitigation provider: Inject BGP routes
Traffic is redirected to the mitigation
provider

Clean traffic is delivered to the origin
server

(usually over GRE tunnel)

Detection

lean traffic

Protected
resource




On Demand Mitigation - benefits

« Scales up very easily

« Can protect most applications from volumetric

attacks

« Easier fo deploy

 May leave the target vulnerable to bypass




Takes time between the site being attacked until it
switches to the service provider

Potential outages

Ditficult to establish TLS

May have increased latency

Target may still be exposed

Detection is not Application Aware

GRE Tunnels create complexity



Permanently advertise address space

Use shared delivery infrastructure (CDN)

Traffic is always flowing through the mitigation systems
Usually combined with services like CDN, which further

iINnCcreases website performance (even during peace fime)



Always On DDoS Mitigation (advertise |IP space)

Detection

lean traffic

Clean traffic e
Protected
resource




Always On DDoS Mitigation (CDN)

M
!! Clean traﬁic:m

CON “___...—--""

Internet Protected

! * resource




Scales up very well during volumetric attacks
Mitigation can be virtually instantaneous
No moving parts during the attack
Can protect most applications
Once it's on there are no moving parts
Very hard to bypass
(proxy/caching) If deployed properly, it may
Improve website performance
Cost depends on the website tratfic (not the attack)



Always On Mitigation - drawbacks

« Canincrease latency
« Challenges around TLS

« Stale caches

 May be much more expensive




« Combination of DIY and service providers
* Helps customers manage their risk profile in a more flexible
way

Benefits: Drawbacks:

* Provides protection against * |ncreased complexity
large scale events without the « Requires skilled personnel
added service cost  May have interoperability

« Allows for escalating response Issues
postures and risk/finance
management

e QOveradll most of the benefits of
On Demand



It Is an ongoing expense

Depending on the business model it can be big or
small

Hides the complexities of managing the problem
May introduce latencies, but also may accelerate

content if used properly



DDoS mitigation svc providers — bottom line

« Depends on the exact setup
- In CDN cases may depend on the size of the size more

than the size of the attack

- varied: $50/month — thousands...




DDoS mitigation service providers

= Pros = Cons

« Hides the complexities of May not be applicable to
mMmanaging the problem all applications - gaming

 May accelerate content  May increase latency
delivery  May end up expensive

 May be much cheaper, * Third party sees the users
especially as attack sizes (and maybe the confent) -
grow but are not common privacy, security

e Cost: much, much lower * |ssues with stale cache
than DIY



Questions@e




Sockets Overview




Sockets

= Socket is an abstraction allowing an application to bind to a fransport
layer address (aka network port)

= |t Is described by a state machine

= Throughout its life time it goes through a number of states




Socket States

= Here are some of the socket states of importance:
— CLOSED - start state
— LISTEN — waiting for a connection request
— SYN_SENT - initiated a connection
— SYN_RECYV -received request still negoftiating
— ESTABLISHED — connection working OK
— CLOSE_WAIT — waiting for the application to wrap up
— FIN-WAIT1/2, CLOSING, LAST_ACK - one side closed the connection
— TIME-WAIT — waiting for 2 x MSL




Socket State

Diagram

Source: Wikipedia
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Opening a TCP connection

Let’s review the sequence Client Server
for opening a connection

= Server side opens a port by changing to CLOSED
LISTEN state

= Client sends a SYN packet and LISTEN
changes state to SYN_SENT

= Server responds with SYN/ACK and SYN_RECV
changes state to SYN_RECV. For the :
client this is ESTABLISHED connection

= Client has to ACK and this completes
the handshake for the server

ESTABUSHED

. ESTABUSHED
= Packet exchange continues; both

parties are in ESTABLISHED state

ESTABUSHED




Closing a TCP connection

Sequence for closing a connection Client Server
= Both parties are in ESTABLISHED state
= One side initiates closing by sending o ESTABLISHED ESTABLISHED
-IN packet and changes state to
FIN_WAITT; this changes the other side CLOSE WAIT
to CLOSE_WAIT
= |t responds with ACK and this closes one LAST ACK

side of the connection

Half closed connection

= We are observing a half closed

connection FIN_WAIT2 CLOSE_WAIT

= The other side closes the connection by
sending FIN TIME_WAIT

= And the first side ACKs

= The first side goes info a wait for 2 fimes :
the MSL time (by default 60 seconds) CHOSED

CLOSE_WAIT

\

Wait 2xMSL

CLOSED

I*



Use of netstat for troubleshooting

[root@knight ghost]# netstat -nap | grep 12345

tcp 0O 00.0.0.0:12345 0.0.0.0:* LISTEN  2903/nc
[root@knight ghost]# netstat -nap | grep 12345

tcp O 0127.0.0.1:12345 127.0.0.1:49188 ESTABLISHED 2903/nc
[root@knight ghost]# netstat -nap | grep 12345

tcp 0O 0127.0.0.1:49188 127.0.0.1:12345 TIME_WAIT -

[root@knight ghost]# netstat -nap | grep 12345
[root@knight ghost] #




Attack types
and ferminology




SYN Flood

Transport Transport




Whatis a SYN flood?

= What is a 3-way handshake?

10.1.1.10

“l want to talk to you”
— Flags: SYN

e

SEQ: 101; ACK: <not used>

“Are you real?”
«—  Flags: SYN, ACK
SEQ: 550; ACK: 101+1

“Of coursel am!”
Flags: ACK, ACK
SEQ: 101+1; ACK: 550+1

—_

3.3.3.3

101




SYN flood

= Exploits the limited slots for pending connections
= Overloads them

“l want to talk to you”
Flags: SYN —
SEQ: 101; ACK: <not used>
“l want to talk to you”

Flags: SYN —
SEQ: 431; ACK: <not used>
E “l want to talk to you” 41121
o — Flags: SYN — e
SEQ: 583; ACK: <not used> 392
10.1.1.10 “l want to talk to YOU” 3333 938
— Flags: SYN — T

SEQ: 392; ACK: <not used>
“l want to talk to you”
Flags: SYN —
SEQ: 938; ACK: <not used>
“l want to talk to you”
Flags: SYN —
SEQ: 783; ACK: <not used>



SYN flood through the eyes of netstat

= netstat —anp

Active Internet connections (servers and established)

Proto Recv-Q Send-Q Local Address Foreign Address State PID/Program name
tcp O 00.0.0.0:111 0.0.0.0:* LISTEN  1339/rpcbind

tcp O 00.0.0.0:33586 0.0.0.0:* LISTEN  1395/rpc.statd

tcp O 0192.168.122.1:53 0.0.0.0:* LISTEN  1962/dnsmasqg

tcp 0O 0127.0.0.1:631 0.0.0.0:* LISTEN  1586/cupsd

tcp O 0127.0.0.1:25 0.0.0.0:* LISTEN  2703/sendmail: acce
tcp 0 0127.0.0.1:25 127.0.0.1:49718 SYN_RECV -

tcp 0 0127.0.0.1:25 127.0.0.1:49717 SYN_RECV -

tcp 0 0127.0.0.1:25 127.0.0.1:49722 SYN_RECV -

tcp 0 0127.0.0.1:25 127.0.0.1:49720 SYN_RECV -

tcp 0 0127.0.0.1:25 127.0.0.1:49719 SYN_RECV -

tcp 0 0127.0.0.1:25 127.0.0.1:49721 SYN_RECV -

tcp 0 0127.0.0.1:25 127.0.0.1:49716 SYN_RECV -



SYN on the wire

42 20.25754100€ 52.130.150.254 127.0.0.1
43 20.25756300€]78.94.151.254

56 46036 = http |SYN]

TCP 56 49654 > http - AHOCker
44 20.25757400€1120.165.150.254 127.68.8.1 TCP 56 21280 = http |[SYN]
. . . . — Random IP
b Frame 42: 56 bytes on wire (448 bits), 56 bytes captured (448 bits) on interface @
B Linux cooked capture

v Internet Protocol Version 4, Src: 52.138.150.254 ||
Version: 4

Header length: 20 bytes

address/port
52.130.150.254)|, Dst: [127.0.6.1](127.0.0.1)

pDifferentiated Services Field: ©x08 (DSCP @x@@: Default; ECN: 8x00: Not-ECT (Not ECN-Capable Trans
Total Length: 46

= Target
Identification: Oxd701 (55041)
»Flags: ©x06 — 127.0.0.1:80
Fragment offset: @

Time to live: 255
Protocol: TCP (86)

b Header checksum: 8x9ad4c [validation disabled] .
Source: 52.133.15&.254 . PGY attention fo
Destination: 127.0.8.1 |(127.8.6.1)
[Source GeoIP: Unknown]

the SYN flag!
[Destination GeoIP: Unknown]

Source port: 46036 |(46036
Destination port: http |(88)
[Stream index: 35]

Sequence number: @
Header length: 20 bytes

(relative sequence number)

Window size value: 65535
[Calculated window size: B65535]
P Checksum: ©0xb9c2 [validation disabled]



SYN flood mitigation

= Technology

— SYN Cookies

— Whitelists




What is a SYN cookie?¢

= Hiding information in ISN (initial sequence number)

= SYN Cookie:
Timestamp % 32 + MSS + 24-bit hash

= Components of 24-bit hash:
— server |IP address
— server port number
— client IP address
— client port
— timestamp >> 6 (64 sec resolution)



Slowloris

Transport ‘J Transport




Connection handling architectures

= Process based connection handling?
— Think “Apache”

= Event based connection handling?
— Think “nginx”




Process oriented explained

= Listener opens sockets
= New connection comes in

= Process forks; separate process
handles the connection

= New connection comes in

= Process forks; separate process
handles the connection

= _..and so on...

= ...usually with up to 500-600
concurrent process copies

Listener

—established connection-#

Child

——established cnnnectinn-ﬁ-#

Child

—eastablished cnnnectinn-ﬁ-‘

Child

—established cnnﬂectinnﬂj—h

Child

500-600




Apache web server (simplified)

= Few child processes listen on as

= A new connection comes in.., — esteblished conection =] Child
= __and one of them takes it —established connection—a-{#— Child }
= Another new connection —established connection—-f#—» Child
COMES .- —established connection-a-f#—» Child i
= ...and the next one fakes it.
= Pool is exhausted; new processe

are spawned (forked) —established connection-#ff—» Child 500-600
= ...and so on...
= Up to about 500-600
= The initial set is defined by StartServers




Nginx (simplified)

= Master Process controls logistics — [ Master Process ]
= Support processes (COChe —established EﬂﬂﬂECtiDﬂ“"‘\ v -
mOnOgemenT) —established cnnnectinn—h‘H Worker Auxilary |
" Worker processes process CONNE_apjishec ccmnectinn+#‘”/’?_’_'jj_jZZZZZZ#?@?Z%%EE%E]]ZI]ZZZE
= One ormore... T
—established connection-#@§T /| Worker o
...ONe per core
= Fach worker can hande many |
sockets concurrently —established connection-s-§ ... Worker

= A new connection comes in
...and is established; no dup()
= _..and so on...



Slowloris

= Exploits the process based model but opening a number of concurrent
connections and holds them open for as long as possible with the least
amount of bandwidth possible




Slowloris request

= Request:

send: GET /pki/crl/products/WIinPCA.crl HTTP/1.1
wait...

send: Cache-Control: max-age = 900

wait...

send: Connection: Keep-Alive

wait...

send:. Accept: */*

wait...

send: I-Modified-Since: Thu, 06 Aug 2015 05:00:26 GMT
wait...

send: User-Agent: Microsoft-CryptoAPI1/6.1
wait...

send: Host: crl.microsoftf.com



Slowloris lllustrated

= The client opens a connection

and sends a request... -Accept: */*——— - —» Child
= ...then another... Accept: */* e child
= ...and another...
Accept: *‘,f’*“—h—‘-l—h- Child
= ...and so on.
Accept: E,f’*“—h—#-l—h- Child

= _..and waifs some time...
= ...and sends the next header Accept: */*——— - g—» Child
= _..and so for each connection

= _..and so on...



Slowloris mitigation
= Change of the software architecture

= Use of event driven reverse proxy to protect the server (like nginx)

= Dedicated hardware devices




Questions@e




Retflection and
amplification attacks




Two different tferms

= Reflection = Amplification
using an intfermediary to ability fo deliver larger
deliver the attack traffic response than the trigger

fraffic




Reflection




Reflective attacks

= Aftacks where the an unwilling infermediary is used to deliver the aftack
traffic

= The attacker would normally send a packet with a forged source |IP
address to the infermediary. The forget address is going to be the one of
the target. The infermediary will deliver a response which will go to the
target instead of the attacker

= Note o audience: think what protocols we can use for thate



What is reflection(ed) attack

= Aftacks where the an unwilling infermediary is used to deliver the aftack
traffic

= Affacker sends a packet with a spoofed source IP set to the victim’s
= Reflectors respond to the victim

E S:191.236.103.221 D: 3.3.3.3
(N Size: 64 bytes

10.1.1.10

S:3.3.3.3 D:191.236.103.221 o

. P Size: 512 bytes — 3.3.3.3
o

191.236.103.221



Reflector types

The ones that are of inferest are:
= DNS
= NTP
= SSDP
= SNMP
= RPC (reported lately but not really large)




Amplification




What is amplification aftacke

= Asymmetric atfack where response is much larger than the
original query

S: 191.236.103.221 D: 3.3.3.3

— —»
Size: 64 bytes
10.1.1.10 vt - !

S:3.3.3.3 D: 191.236.103.221 3.3.3.3
«— Size: 512 bytes

I

191.236.103.221




Amplifiers types

= The ones that are of interest and provide amplifications are:
= DNS
= SSDP
= NTP
= SNMP

= Amplification factors:
hitps://www.us-cert.gov/ncas/alerts/TA14-017A




Amplification quotients

DNS 28 to 54 Multiple

NTP 556.9 Multiple

SNMPV2 6.3 GetBulk request

NetBIOS 3.8 Name resolution

SSDP 30.8 SEARCH request

CharGEN 3588 Character generation
request

QOTD 140.3 Quote request

BitfTorrent 3.8 File search

Kad 16.3 Peer list exchange

Quake Network Protocol  63.9 Server info exchange

Steam Protocol 5.5 Server info exchange

= Source: US-CERT: https://www.us-cert.gov/ncas/alerts/TAT14-017A



Questions@e




DNS Reflection

Application
Presentation

Session




What is DNS reflection attack?

= What happens it an attacker forges the victim address as its source?

E S:191.236.103.221 D: 3.3.3.3
o ——  WhatisthelPfor ...the reflected
traffic goes to the

10.1.1.10 WWW.cisco.com?
target server

S:3.3.3.3 D:191.236.103.221

«— WWW.CiSCO.com
isat 5.5.5.5

@

= «—S:X.X.Y.ZD: 191.236.103.221—— E E

191.236.103.221 <« S:XXY.ZD:191.236.103.221
< S:XXY.ZD:191.236.103.221 E

= ... and what if hundreds of
misconfigured open DNS resolvers are used?



Consider this query

= Triggered by something like:
o dig ANY isc.org @3.3.3.3

= Example:~$ dig ANY isc.org @172.20.1.1 # My home lab
= Flip over for answer




Consider this (cont’'d)

ghostwood@sgw:~$ dig ANY isc.org @172.20.1.1
;7 ANSWER SECTION:

isc.org. 481 IN  RRSIG DS 7 286400 20130607155725 20130517145725 42353 org. KHMsO0?DaFMx416/7xXhaD9ByONrgCiQ4kBnqi6éoq2VocZRREADUHHIAY
KydIlgkO5vOawél1Fy86/0i0ODkk3yyHspciwdlvjlefu4PktdUnd 1IQxW 7919/jWgHBLSIQQIgBYV7Z5IfY 1ENN+6fPOchAywWQEBYcdgW8pzzOjz zIU=

isc.org. 481 IN DS 1289252 F1E184COE1D615D20EB3C223ACED3B03C773DD952D5FOEBSC777586D E18DASBS

isc.org. 481 IN DS 1289251 982113D08B4C6A1DIFSAEETE2237 AEF69F3F9759

isc.org. 5725 IN  RRSIG A 527200 20130620134150 20130521134150 50012 isc.org. iCBy1Jj9P6mXVYjaScé2JCIrZW+hvY AUGHO7WWRMXGRaipS8I9+LCVRI
2erglomkBP79m9ahnFOXWEAaue ASTIHCIGxOkgrk3hBtMFjUB9rhvkim uxO2D8gc 1DJDLISegfpJCF2fITFhEvWze Mt6QGNwWICWMXBSFHCxM7Fms D8I=

isc.org. 5725 IN A 149.20.64.42

isc.org. 5725 IN  RRSIG DNSKEY 52 7200 20130620130130 20130521130130 12892 isc.org. dfixTGA/févdhulgojp+Konkdt8c4y3WiU+Vs5TjiznvhdEyH14gPh/cHh

+y1vA6+gAWTHI4AX+GpzctNxiElwaSwVu3m9Nocniwl/AZQoL/SyDgEsl bJM/X+ZXY5argQrV2grOcKAAA?1Bus3behYQZTsdaH2TStAK]KINEgvm
YQSXWE06zE3p0ygtPg4e MNO4fRTPUQDNTRD3v3ztXFINXKVBSQWZGBHO 5tQcbCéxnGyn1bBptJEEGhCBGO1NncJt1MCYEf98VGHKJFeowORIrDQ3
CJJRFPTCCkA8N4j8vnsimIUP /TGI+Mg4ufAZpE?6jJnVvFBsdcC/iO06i XkQVIA==

isc.org. 5725 IN  RRSIG DNSKEY 52 7200 20130620130130 20130521130130 50012 isc.org. o18F3KIFkYedFRw1e5MP4gDo3wSgOXK2ISWCYD75aGhs9RISeyc/6KEW
SedlZXRhf6d77xXlerMYCrsfh/GHA]PROE1XL/nzH/hTBJAIZXDbCSI/ EUpFIGVLVdQy43XKtywmO0j2nyc5MdGa2VelLKo+hHTmH3St3pGRVJp2IK 5Z20=

isc.org. 5725 IN  DNSKEY 257 3 5 BEAAAAOhHQDBrhQbtphgg2wQUPEQS5t4DIUHXOMVFU2hWLDMVOOMRX|Gr
hhCeFvAZih7yJHf8ZGIWbhd38hXG/xylY CO6Krpbdojwx8YMXLAS/kA+ US0WIL8ZR1R6KTbsYVMF/Qx5RINDPCIw+vT+U8eXEJMO20jIST1ULgqy3
47cBB1zMnnz/4LJp A0da9CbKj3A254T515sNIMcwsB8/2+2E63/zZrQz BkjOBrN/9Bexjpiks3|RhZatEsXn3dTy47R0O9UixSWcJt+xzqZ7+ysyL
KOOedS39Z7SDmsn2e AOFKtQpwAbLXeG2w+ixmw30A8IVUgEf/rzeC/bB yBNsO70aEFTd

isc.org. 5725 IN  DNSKEY 256 3 5 BQEAAAABWUHz?CemOBJOJQTO7C/a3McRéhMaufljis1dfG/inalpYv7vH
XTrAOmM/MeKp+/x6eT4QLruOKoZkvZIngTI8JyaFTw20M/I1Bfth/hL2Im Cft1207n3MfeqYtviPnY7dWghYW4sVIH7VVEGmM95809nfi79532Qekixh x8pXWdeAaRU=

a.root-servers.net. 297269 IN A 198.41.0.4
a.root-servers.net. 415890 IN AAAA 2001:503:ba3e::2:30



Refl

ection and Amplification

10.1.1.10

o

191.236.103.221

-

$:191.236.103.221 D: 3.3.3.3
—

What is ANY isc.org
S:3.3.3.3 D: 191.236.103.221

ghosinood@amac-3 dig ANY icorg @172.20.0.1
= ANEVE R SECTION:
iscorg. &1 M RRSIZ DET 254200 20130407 155725 20120517 145725 42352
org. KNGO Dafhe ] 47 Txnale Byl Mrg TR eBrg d oq2 Vo IREE ARLHF AY
Frdig05Candl 1 Fydd feroDiccyy Hp cindbalefusPicd Und 1 KaxWVTF 19/
PN FBLSH g B YW TIS ] SN PO ChA v NG SR Y odg VibpeeDir 2 L=
smorg. &1 MW D 1230252
F1E15400E 1041 S0 EBC22 2A CECRBICTT 2DDPS 2DSMERSCTT 534D E15DALES
iscorg. &1 N D 1289251
621 13005 B2C3 A 1DFFS ASE] 22237 ASFFFRFFT 57
isc.org. 5725 M RRSIZ A 527200 2013032013£150 20130521732150 50012
sz .org. FoBy 1 JPPAri0y Yo Sod2 ISP IMFR A LGHET WelkrS Rap 5 F+LOWR
2erglore BFTRmPahinFOeE A oue A ATIHCK G Diog ric3hn B FjLESroicim
wxcCR DEge 1DJDLUSeg MO PA NFRE ANk MRS Nwic WK Es O T Frrs DSl
iwarg. A M A 12720 482
isC.org. 5725 M RRIIZ DMSKEYS 27200 201304201307130 20130521130120
12872 iem.org. dfxTGA ffiud hu B ajert KondiSod w2V STreshd Sy H LgPh o HR
Fp Tl Shg AT HEXHEoe cibbiShmn S LMool A TS0 LSy Dg Bl bANY
¥ADCY 5o g3 V2 gr Do KAA AR Buslbe WY QT Ted aHR TS KKINEgwm
yaWEod i plyg Pod eV NOF AT IR DATROS B rixFNK 02D EEHD
SRk CienGyn bBpHEEGRCEE 01 noH MCyERSY GHEIFe owCRIT DGR
CHRFPTC S Snd Brunairnl PTG i £t IpE R P Bed o0 008 1 MG IA==
iscorg. 5725 M RRSIZ DMSKEYS 27200 2012042012013 20120521120120
5001 2 sz .org. o 16F2 KIfcYed PRl =5 LPLg Do 2wSg) X B WTYDFS oShe? REayc /A KEW
SetEIRNFAd T ler MY O sfn fSHAFRE Txl freH MTEJA FHDECS)
ELp FIGYLY D G2 KK wirr O R rpcShid Go 2 e Lo #nH mHEE3p 3 RY Jp2 K5 10=
ismorg. 5725 M DMEIKEY 25725
BEA A A ACKHHRDEARGD 1 hgg2 wRUp SR Dl Ful MDA SRR S
i BTy JEBT SN a5 nG Ay OO Kip bdo eadS Y VKLA S/ch +
LSV TR 1 R KT &Y WSS RiND PO e A4 LB aXEMmrD20JE 1 Wgqyd &ToBE Tzl
aldoA Dda? 0o KRAZ5 4151 SaIMesEd 242553 felr G BicD Bk
FEeup sl jRnda 23 Ty BIF LS HhaqIT+yey L
RO 0edE ITEDirrernd & A DFKIGp wA 4 L3 wiprmaoA S UG S = CbB wBN=DT0aEFTd
iscorg. 5725 1M DMNSEEY 2543 5 BREAAAA Bewrl? Ce rrBM0SETOTCS
a2 MeRdnhio of s 1373 fina Ao T XA Ornf e e fcd 2T Gl Ko Tio L dngTis dya ey
HEfnhl2 I CH20TnE Mg hdPrir TdW R W T VEGmP S So PnfiT? 5323t
mfﬁ(htleﬁa RLE

5725 M DMNESEEY 2543 5 BREAAAA Bewrl? Ce rrBI0SITOTCS
cﬂhtli',d--.f.uh F i 1aFG fira Jp'v T XA S e Ko+ icd 2T GlruliKoTio L IngTis dya Mo S0y
HEFR 2 Irn CR2OT R Mg hjP el TR WS FHTY VEG P S So Pnfile 52 23k
xEpX\Nde Ao RILE
aroci-mreranet. HT2H N A 198.81 0.2
arcotmramronet. A15500 N AAAA 2001:5035o032:220
brochsareranet. FE00T M A F225T9 .01
crochserweranet. FTITI N A w2302
droct-mreranet 7555 N A FRIP1I2
droci-mrweronet  £17505 N AAAA  2001:5002d:d
eroctsreranet. RTTOT M A 192202220.10
frootzerveranet BTSN A 1#255241
froodserveranet  L14152 M AAAA  2001:5002fF
grochereranet. HFTTWE N A 1F2012.38 4
nroocterersned. HE305 N A 12543253
nrochmrumroned.  J14TTS N AAAA  2001:500:0 803235
irooteerumrprmd  HTAIT WA 19234 04307




On the wire

127.5.5.5] Attack 127.0.0.1 DNS 70 Standard query 8x4918 A test.com
127.5.5.5] traffic 127.0.0.1 DNS 70 Standard query 8x4918 A test.com
127.5.5.5 127.6.8.1 DNS 70 Standard query 8x4918 A test.com
127.8.0.1 DNS 70 Standard query 8x4918 A test.com
[127.6.0.1] Reflector 127.5.5.5 DNS 153 Standard query response 0x4918 A 192.:
127.5.5.5 27.0.6 ICMP 181 Destination unreachable (Port unreachal

= Victimis 127.5.5.5
= Attacker spoofs fraffic as if it comes from 127.5.5.5

= Reflector (127.0.0.1) responds to the query to the victim

= BACK SCATTER
Nofice the victim is responding with port unreachable because there is nothing
running on that UDP port. This is called back-scatter



On the wire (details)

35820 128.1479010€ 127.5.5.5 B.8.1 70 Standard query 0x4918 A test.com
35821 128.1479080€ 127.5.5.5 127.8.0.1 DNS 78 Standard query 0x4918 A test.com
35822 128.1479150€ 127.5.5.5 127.8.0.1 DNS 70 Standard query ©0x4918 A test.com
35823 128.1479410€ 127.8.0.1 127.5.5.5 DNS 153 Standard query response @8x4918 A 192.:
35824 128.1479440€ 127.5.5.5 27.8.8.1 181 Destination unreachable (Port unreacha

»Frame 35820: 70 bytes on wire (56@ bits), 70 bytes captured (560 bits) on interface @

»Linux cooked capture
»Internet Protocol Version 4, Src: 127.5.5.5((127.5.5.5)|, Dst: 127.0.0.1 |(127.0.0.1)|
»User Datagram Protocol, Src Port: 49249 * Dst Port: domain

v Domain Name System (query)

Transaction ID: @x4918 .. .
»Flags: 0x0160 Standard query = Victimis 127.5.5.5

amewer Ao @ . Attack traffic from 127.5.5.5: port 49249
ESEEEEL“EES% = To reflector 127.0.0.1; port 53
v Queries

vtest.com: type A, class IN
Name: [test.com|
Type: A (Host address)
Class: IN (8x8081)




On the wire (details)

35820 128.1479010€ 127.5.5 127.0.0.1 DNS 70 Standard query 8x4918 A test.com
35821 128.1479080€ 127.5.5 127.0.0.1 DNS 70 Standard query ©0x4918 A test.com
35822 128.1479150€ 127.5.5 127.0.0.1 DNS 70 Standard query ©x4918 A test.com
35823 128.1479410€ 127.0.0 127.5.5.5 153 Standard query response 0x4918 A 192.

o e o)

127.0.0.1 CM 181 Destination unreachable (Port unreacha

35824 128.1479440€ 127.5.5

»User Datagram Protocol, Src Port: domain E, Dst Port: 24058 [(24858)
v Domain Name System (response)

[Request Tn: 34482]

[Time: 0.817424000 seconds]

Transaction ID: 0x4918 = Reflector (127.0.0.1) responds to the query to
hgb:g;nﬁ:?ﬁfﬂ Standard query response, No error The ViCﬂm (.l 27555)

Answer RRs: 1
Authority RRs: 1
Additional RRs: 2 .
v Queries = Note the number of records in the answer
wvtest.com: type A, class IN
Name: test.com
Type: A (Host address)
Class: IN (0xE801)
v Answers
ptest.com: type A, class IN, addr 192.168.1.1
v Authoritative nameservers
ptest.com: type NS, class IN, ns localhost
v Additional records
»localhost: type A, class IN, addr 127.6.8.1
» localhost: type AAAA, class IN, addr ::1




DNS attacks mitigation (victim)

= Validate packet and gquery structure
= Whitelisting
= Challenges*

= High performance equipment
— Variety of tfechnigques
— Vendor dependent

= Drop known reflector fraffic:
http://openresolverproject.org/



http://openresolverproject.org/

DNS attacks mitigation (victim - DNS challenge)

= What is a DNS challenge@

What is the IP for

WWW.Cisco.com?

E . www.cisco.com is a CNAME for
x83i3hd9202030dwkwd.cisco.com

@
o . What is the IP for N —
10.1.1.10  X83i3hd9202030dwkwd.cisco.com?

. X83i3hd9202030dwkwd.cisco.com
isat 5.5.5.5

[
»

3.3.3.3

= Challenges with DNS challenge®?
— Two times the amount of traffic
— Two times the packet rate
— Computational resources



Backscaftter




Backscatter

= Traffic that is a byproduct of the attack

= Why is that interestinge

— |t I1s Important to distinguish between the actual attack traffic and
unintfended traffic sent by the victim

—Imagine a SYN flood against a “victim” protected by a major scrubbing
provider spoofed from IP address X
= What is the traffic to X going to look likee




SYN Flood Backscattere

= Cookie flood ©

“l want to talk to you”

e
’—‘ Flags: SYN
I “I want to talk to you”
e

) — \ Flags: SYN
“I want to talk to you”
10.1.1.10 Flags: SYN

“Are you real?”

4—
Flags: SYN, ACK (w/ SYN Cookie)
“Are you real?”

<— .
Flags: SYN, ACK (w/ SYN Cookie)
“Are you real?”

3.3.3.3

44—
191.236.103.221 Flags: SYN, ACK (w/ SYN Cookie)




Are you a reflectore (Backscatter)

» |n some cases return traffic/backscatter

E $:191.236.103.221 D: 3.3.3.3
—

G Size: 64 bytes

10.1.1.10

S:3.3.3.3D:191.236.103.221 —
- Size: 512 bytes — 3.3.3.3

=]

= S$:191.236.103.221 D: 3.3.3.3
—

191.236.103.221 ICMP: Port unreachable

S:191.236.103.221 D: 3.3.3.3
—
ICMP: Port unreachable

S:191.236.103.221 D: 3.3.3.3
—
ICMP: Port unreachable




Back scatter on the wire

20021 1.756892000 127.5.5.5 127.9.0.1 DNS 78 Standard query @x4cbl A test.com
20022 1.756960008008 127.5.5.5 127.68.6.1 DNS 70 Standard query @x4cbl A test.com
20023 1.756907008 127.5.5.5 127.8.0.1 DNS 78 Standard query 8x4cbl A test.com
20024 1.756915000 127.5.5.5 127.9.0.1 DNS 78 Standard query @x4cbl A test.com
20025 1.756942000 127.0.0.1 127.5.5.5 DNS 153 Standard query response @x4cbl A 192.
20026 1.756945000 .5.5.5 B.6.1 181 Destination unreachable (Port unreach

v Internet Protocol Version 4, Src: 127.5.5.5((127.5.5.5)} Dst: 127.9.8.1 |(127.9.0.1)
Version: 4
Header length: 20 bytes
pDifferentiated Services Field: O@xc@® (DSCP 0x30: Class Selector 6; ECN: 0x08: Not-ECT (Not ECN-Capable Transport))
Total Length: 165
Identification: Oxd4ea?d (20137)

>Flags: 0x08 = The victim (127.5.5.5) sends and ICMP
Fragment offset: @
Time to live: 64 port unreachable to the reflector
Protocol: ICMP (1) (‘| 27001)

p Header checksum: 8x27ed4 [valldation disabled]
Source: 127.5.5.5 f127.5.5.5))
Destination: 127.0.0.1 |(127.08.8.1)
[Source GeoIP: Unknown]
[Destination GeoIP: Unknown]
v Internet Control Message Protocol
ype: 3 (Destination ﬁnreachahle}
Code: 3 (Port unreachable)
Checksum: 0x47d2 [correct]




Large scale mitigation and load distribution: Anycast

= Unicast operation: one point of presence, all traffic goes there
= Anycast: multiple points of presence advertise the same address space

= Network ensures user Is routed 1o the “closest” instance




Network Time Protoco!
(NTP)




NTP reflection attack

= Stratum servers
= NTP queries

= MONLIST command

— provides
a list of clients that have
time readings

. . Misconfi
Misconfig 4
€ NTP Senrrer
Un solic:itedl i Unsolicited Stratum SpDD.fe:Ei IP SPDD.‘FEE.i P
Unsolicited Answer Answer poofed IP of victim of victim

Answer of victim

o
LIV C

Unsolicited 4 F Spoofed IP =

Corp. NTP Server
Lower Stratum




NTP server configuration
= Access lists
= NTP authenftication
= Disable the MONLIST command

= Useful hinfts:
hitp://www.team-cymru.org/secure-ntp-template.html

= List of open NTP reflectors:
http://openntpproject.org/



http://www.team-cymru.org/secure-ntp-template.html
http://www.team-cymru.org/secure-ntp-template.html
http://www.team-cymru.org/secure-ntp-template.html
http://www.team-cymru.org/secure-ntp-template.html
http://www.team-cymru.org/secure-ntp-template.html
http://www.team-cymru.org/secure-ntp-template.html
http://www.team-cymru.org/secure-ntp-template.html
http://www.team-cymru.org/secure-ntp-template.html
http://www.team-cymru.org/secure-ntp-template.html
http://openntpproject.org/
http://openntpproject.org/

Questions@e




Cache busting
(back to DNS)




DNS resolution (rehash)

= Let’s focus on the number of requests per second

= User talks to recursive resolver, which:
— Caches answers

Authoritative fOr com E
Authoritative for . (root)

Authoritative for The Cloud
alOnetworks (aka Internet)

— Answers a large number of requests

= The recursive talks to different level
of authoritative servers, which:

Where is alOnetworks?

— Do not cache answers (they are auths)

— Relatively lower number of queries

Where is .com?

Where is www?

= Consider caching and

authoritafive capacity W
= Where is

www.alOnetworks.com?

User Recursive resolver




What is cache bustinge

= Aftfacker sends a query to recursive/reflector
= Recursive forwards the query

= And so on... E

= Imagine one more ==
recursive resolver Attacker

Query: xruiureieer.com?—»

Query: acbcdeieer.com?—

Query: xruiureieer.com?——
Query: acbcdeieer.com?—»
Query: yetwbuw8.com?—>

Query: yetwbuw8.com?—>

Query: zusuyeieie.com?——»

= Rinse and repeat...

Recursive
Server

Query: zusuyeieie.com?——>

Authoritative
Query: xruiureieer.com?—— for .com
Query: acbcdeieer.com?———

Query: yetwbuw8.com?—»
———Query: zusuyeieie.com?—»

Query: xruiureieer.com?—»
Query: acbcdeieer.com?——
Query: yetwbuw8.com?—»
Query: zusuyeieie.com?—»

Recursive
Server

Recursive
Server Recursive Recursive
Server Server




Questions@e




Questions@e




Good Internet
citizenship

Application

Transport

Internet

Application
Presentation
Session
Transport

Network




Mitigations

= Defend yourself
— Anycast
—Some form of IPS/DDoS mitigation gear
— Overall network architecture
= Defend the Internet
— Rate-limiting
— BCP38/140 (outbound filtering) source address validation
— Securely configured DNS, NTP and SNMP servers
— No open resolvers

= Talk fo the professionals




Are you noticing the imbalancee¢

Defend yourself Defend the Internet
— Anycast (DNS) — Rate-limifing
— Some form of IPS/DDoS mitigation gear — BCP38/140 (outbound filtering) source

address validation

— Securely configured authoritative DNS
servers

— No open resolvers

* Lots of money « Somewhat cheap




What's the point I'm trying to make®e

= |[t's not feasible to mitigate those attacks single handedly

= We need cooperation

= Companies need to start including “defending the Internet from
themselves” as a part of their budget — not only "defending themselves
from the Internet”




What can | do about 112

= RFC 2827/BCP 38 — Paul Ferguson
= |[f possible filter all outgoing fraffic and use proxy
= URPF

= BCP 140: "Preventing Use of Recursive Nameservers in Reflector Aftacks”
= hitp://tools.ietf.org/html/lbcp 140
= Aka RFC 5358




Resources

= DNS
http://openresolverproject.org/

= NTP
http://openntpproject.org/

= |f you see your IP space in the lists provided by those sites — resolve it



http://openresolverproject.org/
http://openntpproject.org/

Summary

= Discuss what DDoS is, general concepts, adversaries, etc.

= Went through a networking technology overview, in particular the OSl layers,
sockets and their states, tools to inquire system state or capture and review
network fraffic

= Dove into specifics what attack surface the different layers offer
= Discussed different attack types
= Terminology

= Tools




Thank you



