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Censorship 
gone wrong

July 2018

Instagram rerouted to Iran

10 Instagram prefixes
8 more specifics

58224  (Iran Telecommunication 
Company PJS)

https://bgpstream.com/event/1440
55

https://bgpstream.com/event/144055
https://bgpstream.com/event/144055


We've seen this 
movie before

Youtube hijack, 2007

Turk Telekom, 2014



Popular 
destinations 
routed to 
Russia

 December 2017

Popular destinations rerouted to 
Russia

80 prefixes for Google, Apple, 
NTT, Facebook, Riot Games, 
and more

Origin AS 39523 (DV-LINK-AS), 
Russia.

https://bgpmon.net/popular-dest
inations-rerouted-to-russia/



Hijacking 
financial 
services, 

example 1

 April 2017

Russian ISP hijacks financial 
services’ Internet traffic

Visa, MasterCard, and Symantec 
among dozens affected.

AS12389 (PJSC Rostelecom), 
Russia

https://bgpmon.net/bgpstream-an
d-the-curious-case-of-as12389/



Hijacking 
financial 
services, 

example 2

 July 2018

BGP/DNS Hijacks Target 
Payment Systems

Savvis, Vantiv, Q9 Networks 
Inc, UltraDNS, Internet Media 
Network, CenturyLink, Mercury 
Payment Systems

Digital Wireless Indonesia 
(AS38146), Extreme Broadband 
(AS38182)

https://dyn.com/blog/bgp-dns-hij
acks-target-payment-systems/



Hijacking DNS 
Infrastructure 
services 

 The route53 incident

 April 2018

BGP/DNS Hijack

AWS Route53
Myetherwallet.com

eNet (AS10297) , Ohio USA

https://arstechnica.com/?post_type=post&
p=1298417
https://dyn.com/blog/bgp-hijack-of-amazon
-dns-to-steal-crypto-currency/
https://blog.cloudflare.com/bgp-leaks-and-
crypto-currencies/

https://arstechnica.com/?post_type=post&p=1298417
https://arstechnica.com/?post_type=post&p=1298417
https://dyn.com/blog/bgp-hijack-of-amazon-dns-to-steal-crypto-currency/
https://dyn.com/blog/bgp-hijack-of-amazon-dns-to-steal-crypto-currency/
https://blog.cloudflare.com/bgp-leaks-and-crypto-currencies/
https://blog.cloudflare.com/bgp-leaks-and-crypto-currencies/


source: https://www.kentik.com/blog/aws-route-53-bgp-hijack-what-kentik-saw/

DNS traffic to route53 according to Kentik



We've seen this 
movie before

Spamhaus (DDOS) 
attack

The Canadian  Bitcoin 
hijack (2014)



What did AWS do?



/24’s appeared, 6 days later (till now)



route53 ROA’s appeared 3 days later!



RPKI to the 
rescue?

All of the incidents mentioned would 
have been prevented if Origin 
Validation would have been fully 
deployed.



Closing 
observations

We did not talk about path validation, yet 
route leaks and AS path spoofing remain 
a big challenge. 

Most large ISP’s do a decent job filtering. 
IX’s remain the wild west. 



Questions and comments?



State of BGP Security

Alexander Azimov
aa@qrator.net
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https://dyn.com/blog/bgp-hijack-of-amazon-dns-to-steal-crypto-currency/
https://radar.qrator.net/blog/bgp-hijacks-malicious-or-mistakes
https://ripe76.ripe.net/presentations/37-ripe76.azimov.pdf
https://radar.qrator.net/blog/the-day-the-internet-survived
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https://datatracker.ietf.org/doc/draft-ietf-idr-route-leak-detection-mitigation/
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https://datatracker.ietf.org/doc/draft-ietf-idr-route-leak-detection-mitigation/
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Questions and comments?



Legal Barriers to Securing 
the Routing Architecture

Christopher S. Yoo
David A. Wishnick



Global RPKI Deployment

■ ARIN’s repository appears less utilized than others (Cartwright-Cox, 2018)
58

Source: NIST Source: APNIC ROV Deployment Monitor



Law and Routing Security

■ Non-legal barriers are more significant than legal ones
❑ Limited demand for RPKI
❑ Limited budgets
❑ Chicken-and-egg problem
❑ BUT growing interest appears to be changing the balance

■ Legal issues create institutional barriers
❑ Legal agreements increase friction inside organizations
❑ Legal controversy and uncertainty exacerbate the chicken-and-egg problem

59



Areas Where We Have Already Made Progress

■ Remove indemnification, arbitration, and choice-of-law clauses for 
appropriate government entities

■ Potentially embed click-through approval of RPA in validator 
software distributions

■ Potentially revise the prohibited conduct clause to permit sharing of 
RPKI-derived information in a machine readable format

60



Legal Structure of TAL Access

■ Leading validator software comes preloaded with all TALs except 
ARIN’s

■ Four Regional Internet Registries (RIRs) allow access to TALs 
without agreements

■ ARIN requires acceptance of a Relying Party Agreement (RPA)
61



Potential Strategies to Improve TAL Access

■ Keep ARIN’s RPA, but enable software implementations that require 
click-through acceptance of the RPA

■ Keep ARIN’s RPA, but remove the indemnification clause
■ Eliminate ARIN’s RPA

62



Three Ways to Form a Contract

■ Click-through or clickwrap – requires explicit acceptance of terms and 
conditions

■ Browsewrap – posts terms and conditions next to the button for 
downloading software and infers that download = acceptance

■ Posting terms and conditions on a separate webpage

■ Clickwrap and browsewrap are likely to form contracts
■ Simply posting terms and conditions is unlikely to form contracts 

under U.S. law

63



Comparison to Other Resources

■ Many resources are provided without RPAs
❑ Comodo TLS/SSL root
❑ DNSSEC root (IANA)
❑ AfriNIC, LACNIC RPKI repositories

■ Many resources are provided “as is” via browsewrap licenses
❑ Geotrust TLS/SSL root
❑ RIPE NCC RPKI repository

64



Evaluating Keeping/Eliminating the RPA

■ Primary arguments in favor of eliminating the RPA
❑ Would ensure the widest possible distribution of RPKI keys
❑ Is not required by other resources, such as DNSSec

■ Primary arguments against eliminating the RPA
❑ Would eliminate “as is” disclaimer relied on in many other contexts
❑ Would leave allocation of risk to ex post litigation

■ Ultimate choice depends on how the community would like to resolve 
the tradeoffs

65



Evaluating Exclusive Reliance on “As Is”

■ Arguments in favor
❑ Would bring ARIN in line with other RIRs
❑ Would ensure reasonable risk-sharing

■ Depends on the community understanding best-practices compliance (RFC 7115)
■ Should be backed by clear disclosure in ARIN’s Certification Practice Statement
■ Example:  adopt policies that do not automatically treat “unknown” as “invalid”

■ Arguments against
❑ Would be less protective to ARIN than other agreements (i.e., ISP service 

agreements)
❑ May impose greater costs on ARIN for benefits to the larger community

66



Legacy Registration Services Agreement (LRSA)

■ Debate the merits of decoupling residual ownership of the address 
space from RPKI by following RIPE NCC’s example of a 
non-member services agreement

■ Depends on recognizing that creating a non-member services 
agreement would not implicitly validate either position

67



Next Steps

■ Build on current progress
❑ Potentially embedding approval of RPA in validator software distribution
❑ Potential revisions to the prohibited conduct clause
❑ Acknowledgement of exceptions for government entities

■ Evaluate proposals to alter ARIN’s RPKI-related agreements
■ Evaluate including RPKI in procurement requests
■ Address the non-legal barriers to RPKI adoption
■ Engage in dialogue re community-level goals and best practices for 

routing security

68



Questions and comments?



Routing Security Roadmap

Job Snijders
job@ntt.net
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https://www.ripe.net/manage-ips-and-asns/db/impact-analysis-for-nwi-5-implementation


•
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hanna:~ job$ whois -h rr.arin.net 2001:67c:208c::

% This is the ARIN Routing Registry.

% Note: this output has been filtered.

%       To receive output for a database update, use the "-B" flag.

% Information related to '2001:67c:208c::/48AS15562'

route6:         2001:67c:208c::/48

descr:          2001:67c:208c::/48 - Job's net

remarks:        Job asked me to steal his net.  Honest!

origin:         AS15562

mnt-by:         MNT-ATTW-Z

source:         ARIN # Filtered
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https://www.youtube.com/watch?v=tsWq_LgNS5s&feature=youtu.be
https://lists.arin.net/pipermail/arin-consult/
https://www.arin.net/vault/resources/routing/2018_roadmap.html
https://teamarin.net/2018/07/12/the-path-forward/
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http://irrd.net/
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https://seclists.org/nanog/2018/Jul/265
https://github.com/irrdnet/irrd4/issues/3
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https://github.com/irrdnet/irrd4
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http://peering.exposed/
https://www.ixpmanager.org/
http://arouteserver.readthedocs.io/
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https://dyn.com/blog/bgp-dns-hijacks-target-payment-systems/


•

•

•
•
• ☺

https://www.youtube.com/watch?v=CSLpWBrHy10
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Questions and comments?



So I Need to Start Route 
Filtering Peers

Chris Morrow
christopher.morrow@gmail.com



Who’s a Transit 
ISP?



AS15169?



Route Data 
Sources

IRR, RPKI, <internal TE>

● IRR data for what peers think 
they will be sending

● RPKI data where available to 
validate IRR data

● Internal TE sources to limit 
further if required



Procedure
1. Notify peers (howdy!) that this is 

going to start happening

2. Collect data regularly (daily?)

3. Parse and place into internal data 
service

4. Create per-ASN filter content

5. Apply changes to network device(s)

6. Mark today, drop tomorrow



Notification



Notify Peers



Portal update to explain timelines 
and display current data for your 
ASN

Implement ability to request ‘update 
because I updated’ by peer(s)

Feedback once this is working will be 
important

https://isp.google.com

Notifying peers through standard mechanisms



Collect Data



Collect and Parse 
IRR/RPKI data, 
easy?



IRR data is relatively easy to find:

  ftp://ftp.radb.net/

Decide on which IRR databases to 
collect and parse.

Collection is the ‘simple’ part of the problem



Parse IRR data 



IRR data is generally formatted

Follow the AS -> Maintainer -> 
AS-SET trees… ‘Everyone’ keeps 
theirs updated, right?

(these aren’t really IRR problems as 
such)

What tooling exists for this 
today?

Irrtoolset - no

Bgpq3 - not usable (internal 
problems)

Run a local IRRd… doesn’t 
actually solve the problem of 
making the data available to the 
other tooling used

IRR, Y U Be SoWeird?



Create per-ASN 
data/filters



OpenConfig(OC) sounds right

Request from the internal service 

Output for configuration generation 
system in OC form

Probably OC is fine

Tooling already knows OC

Tooling may have to know 
prefix-list vs route-filter

Vendor Neutral Formatting



Application



When changes arrive, apply them in 
the normal fashion

Follow existing device 
configuration processes

New processes are 
bad/hard/problems

Apply Changes as Required



Conclusion
Goal is to start marking routes based on filter inclusion / exclusion by 01/2019

Reject/Drop by 03/2019

 



Questions and comments?



Open Mic

Questions and discussion



Thank you!
NANOG 74: Security Track


